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ABSTRACT
A virtual reality (VR) system’s interface determines its correspond-
ing interaction fidelity. While there exist several naturally-mapped
interfaces, these have not been directly compared – in terms of pres-
ence, engagement, perceived performance, and real performance
– to a more commonly-used interface for interacting with virtual
reality: the gamepad. Because gamepads have evolved over sev-
eral decades and have widespread adoption, it is pragmatic to ask
whether it is viable to import them into the design of VR expe-
riences. To study this, we developed a first-person shooter (FPS)
Virtual environment and contrasted the VR experience using the
Microsoft Xbox 360 controller against the HTC VIVE wand. We
assessed the effect of the input device on self-reported presence,
engagement, and performance as well as real performance in terms
of accuracy and speed, two metrics relevant for our particular en-
vironment. A within-subjects FPS shooting task under accuracy
and time constraints confirmed our hypotheses in favor of the
VIVE wand: presence, engagement, perceived performance, and
real performance were deemed significantly higher than the Xbox
controller condition. These results are contextualized with partici-
pants‘ comments in a post-experiment debrief, in which (paradox-
ically) several participants reported preferring the gamepad. We
discuss the implications of our findings and how what we call genre
fidelity can impact the design of VR experiences.

CCS CONCEPTS
•General and reference→Empirical studies; •Human-centered
computing → Virtual reality; • Applied computing → Com-
puter games.
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1 INTRODUCTION
Fidelity is one of many interesting dimensions to evaluate Virtual
Reality (VR) experiences. Ragan et al. [2015] identify three types:
(a) interaction fidelity, which concerns how real-world interac-
tions are translated inside the virtual environment as well as the
accuracy of translation, (b) display fidelity, which concerns the
realism of the VR’s display output as well as how real-world stimuli
are reproduced within the virtual environment, and (c) scenario
fidelity, which concerns the realism of behaviors, attributes, and
rules that the simulated scenario reproduces.These different types
of fidelity contribute differently to the VR experience and, as they
increase, the virtual environment increases in similarity to the real
world. This paper focuses on interaction fidelity.

Prior work has explored the effects of varying the level of inter-
action fidelity on presence, engagement, usability, and task per-
formance. These studies have addressed specific interaction fi-
delity components such as view control (manipulations applied to
change the user’s current viewwithout themmoving) [Barfield et al.
1997; Heineken and Schulte 2007; Narayan et al. 2005; Raja 2006;
Ware et al. 1993;Ware and Franck 1996], locomotion (moving from
one position to another within the virtual environment) [Chance
et al. 1998; Chung 1992; Usoh et al. 1999], object manipulation
in the virtual space [Balakrishnan et al. 1997; Hinckley et al. 1997],
form factor [Zhai et al. 1996], and lag [Arthur et al. 1993; Ware
and Balakrishnan 1994]. However, no work has directly compared
gamepads and naturally-mapped interfaces vis-à-vis presence, en-
gagement, perceived performance, and real performance.

Such a comparison is crucial for designers interested in crafting
VR experiences. Bracken and Skalski [2010] defines natural map-
ping in video games as “how closely actions represented in the virtual
environment match the natural actions used to bring about change in
a real environment.” The lack of physical involvement and the use
of unrealistic actions that are less similar to real-life actions – via
mapped buttons and joysticks – diminishes the ability to induce
presence [Skalski et al. 2011]; using naturally-mapped controllers
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(NMCs) over non-NMCs has a significant positive effect on natural-
ness, spatial presence, and enjoyment. However, gamepads1 have
evolved in tandem with games for over forty years [Cummings
2007] and their symbols and corresponding physical arrangements
are governed by design conventions [Norman 1999] accrued over
that time span. These design conventions are not arbitrary, have
emerged in a community of practice, and are relied upon to navi-
gate new contexts and manage complexity in virtual environments.
Further, it is not obvious that NMCs are always the best candidate
for VR experiences: prior work has found support for gamepads
being the better alternative in terms of user preference [Hinckley
et al. 1997] and target selection performance [Farmani and Teather
2017].

As a result, it is pragmatic to ask whether it is viable to import
gamepads controllers as we know them into VR; failing to ask the
question would ignore all that we have learned about their use thus
far. Furthermore, studying the use of gamepads in virtual worlds
may broaden the applicability of existing VR technology.

In this paper, we present a study that compared two input de-
vices; one that is traditionally used to play video games (the Mi-
crosoft Xbox 360 controller; hereafter, “Xbox controller”) and an-
other which is naturally-mapped (the HTC VIVE wand; hereafter,
“VIVE wand”). The experiment compares the perceived and real
performances (which correspond to self-reported accuracy and real
accuracy in our study), as well as self-reported presence and en-
gagement. We asked participants to complete a target shooting
experimental task in a first-person shooter (FPS) virtual experi-
ence twice, using a different input device each time while trying
to maintain accuracy and speed. We compared participants’ data
between the two conditions (within subjects) to determine whether
the input device has any effect on presence, engagement, perceived
performance, or real performance for the given experimental task.
Our analysis provides evidence in favor of the VIVE wand: presence,
engagement, perceived performance, and real performance were
deemed significantly higher than the Xbox controller condition,
contradicting earlier related (and different) studies [Farmani and
Teather 2017]. These results are contextualized with participant
comments in a post-experiment debrief, in which (paradoxically)
several participants reported preferring the gamepad. We discuss
the implications of our findings for the design of VR experiences.

Contributions. We address the effects of two heretofore not com-
pared controllers on presence, engagement, perceived performance,
and real performance in VR, and discuss the broader impact of our
findings on interaction fidelity and scenario fidelity. Our work leads
us to introduce a new term, genre fidelity, to distinguish a specific
kind of interaction fidelity, focused on – not simulation, but – user
expectation. We believe this distinction can usefully broaden the
language with which we approach the design of VR experiences.

2 RELATEDWORK
As alluded to earlier, the idea of addressing controllers and their de-
sign as a component of VR interaction fidelity is not new. However,
no study targets both a virtual reality experience that contrasts
gamepads to NMCs in terms of real & perceived performance (in
1Alternative names include “joypad”, “game controller,” and “controller.” We use these
terms interchangeably.

terms of speed and accuracy), presence, and engagement. In this
paper, we fill this gap.

Farmani and Teather [2017] compared 3D target selection of
three different input devices – mouse, gamepad, and VR controller
– in an FPS game setting. Task performance was measured with
respect to the speed with which targets are acquired and the per-
centage of missed targets, which they referred to as accuracy. They
chose the Razor Hydra as their VR controller and hypothesized that
using the Hydra would lead to better performance. Contrary to
what they had hypothesized, the VR controller performance came
last (mouse was first, gamepad second), suggesting disappointing
prospects for VR controllers in VR FPS games. Our study design
goes beyond theirs by exploring how the input devices affect – in
addition to task performance – immersion aspects of the virtual
environment, such as presence and engagement.

Zielinski et al. [2014] compared three input devices (6-DOFwand,
Air mouse, Xbox Gamepad) for accuracy, speed, and usability for a
VR mining simulation. The simulation involved three tasks: target
selection, navigation, and maneuvering. They found the wand was
preferred by most users and using it produced better timings for
task completion. However, when accounting for target size, the
want resulted in higher error rates and less accuracy.

McMahan et al. [2012] demonstrated that both display and in-
teraction fidelity in VR have a significant impact not only on per-
formance, but also on presence, engagement, and usability. Their
study measured the combined and independent effects of interac-
tion fidelity and display fidelity using a first-person shooter game,
played on a six-sided CAVE in four different conditions: (a) high
display (fidelity) / high interaction (fidelity), (b) high display / low
interaction, (c) low display / high interaction, and (d) low display /
low interaction. Performance results were in favor of configurations
that were consistent; high display / high interaction and low display
/ low interaction settings were favored, which the authors found
understandable since these two settings represent the typical ways
of interacting in the real world and playing FPS games, respectively.
Our work is complementary to theirs: we control for display fidelity
by using a different display device and use a gamepad controller
instead of a mouse and keyboard for our study’s “low interaction
fidelity” condition.

3 EXPERIMENT
We address how participants perform with two different input de-
vices (VIVE wand and Xbox controller) when trying to complete the
given task in the virtual environment. We also address the impact
of those input devices’ interactions on presence, engagement, and
real and perceived performances, which can directly affect a user’s
experience. Presence, engagement, and perceived performance are
measured through self-assessment, whereas real performance is
assessed through timing and accuracy metrics; all measures were
taken to better characterize how interaction fidelity actually and
perceptually affect a user’s experience, which we posit are key
considerations for designers of virtual worlds.

3.1 Experimental design
The virtual environment was designed as representative of the
first-person shooter (FPS) genre, a sub-genre of action games in
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(a) Bullseye target: participants need to hit all 24
bullseye targets to finish the experimental task.
Hitting anywhere on the target will cause it to be
destroyed.

(b) Xbox controller reticle finder: whenever the 3D
reticle goes offscreen while using the Xbox con-
troller, the HUD will display a yellow arrow point-
ing towards the reticle position in 3D space.

(c) Countdown timer: before the start of each wave,
the HUD displays a countdown. Once it is over, the
newwave is spawned. The figure also shows the ret-
icle

Figure 1: Objects that participants perceived within the virtual environment developed for our experimental task.

which the most important skill is aiming [Adams 2014]. An FPS
is a 3D shooter game that uses a first-person perspective camera,
where participants must focus their attention on targets and their
immediate vicinity to achieve in-game objectives. We deemed the
FPS genre the best fit to conduct our study since it represents an eco-
logically valid environment within which to evaluate the two input
devices we were interested in comparing. On the one hand, mod-
ern and commercially available FPS experiences routinely afford
gamepads for input [Ng [n.d.]; Polson [n.d.]]. On the other hand,
the manipulation of objects in an FPS setting(i.e. weapons) lends
itself well to naturalistic control [McEwan et al. 2014] via the
VIVE wand; the wand is an interface that is directional, kinesic,
and incomplete tangible [Skalski et al. 2011].

In this study we were solely interested in the effect that our
two different input devices would have on presence, engagement,
perceived performance, and real performance (measured through
elapsed time and accuracy). We were not interested in any other
parts of the interaction. Thus, we disabled locomotion within the
virtual world; the user cannot move their avatar’s position through-
out the whole experiment session and is limited to changing their
orientation. Further, past studies have indicated that self-reported
engagement [LaViola, Jr. and Litwiller 2011; Lugrin et al. 2013;
McMahan et al. 2012] and self-reported presence [Kim et al. 2014;
Kober et al. 2012; McMahan et al. 2012; Zanbaka et al. 2005] are
affected by the type of display used. Therefore, we used a single
display device for the entirety of this study to control for the effect
of display fidelity; all participants used a HMD. This design follows
the one used by Farmani and Teather [2017]: it decouples aiming
and looking around, with the HMD used to look around the virtual
environment and the input device used to aim at targets.

In light of prior work in this area, we formulated three hypothe-
ses for this study:

H1: Accuracy – Number of shots fired to complete the experi-
mental task will be lower when using a higher fidelity controller
compared to a lower fidelity controller.

H2: Elapsed Time – The time measured from the start of the
experimental task until it is over, or until the timer runs out, will
be less when using a higher fidelity controller compared to a lower
fidelity controller.

H3: Self-reported Presence, Engagement, and Accuracy –
Self-reported presence, engagement, and accuracy will be higher
when users complete the experimental task using a higher fidelity
controller compared to a lower fidelity controller.

3.2 Method
To test our hypotheses, we developed an FPS virtual environment
that could be experienced using either an Xbox controller or a VIVE
wand. We ranked the VIVE wand as a higher fidelity controller
because it is naturally mapped to the FPS task domain [Pereira
et al. 2018; Schmitt et al. 2019]. The VIVE’s afforded interaction is
body-centered [Slater and Usoh 1994] and resembles what a person
would do when they want to aim at and shoot a target: aligning the
hand toward a target and then pulling a trigger.

Its afforded interaction is more similar to what a person would
do in real life compared to the gamepad. Participants completed
two experimental task sessions inside the virtual environment us-
ing a different input device for each session. Both sessions were
completely identical with the only difference being the input de-
vice used and its associated functions. The session started with
the participant placed in the center of a Roman colosseum. Partici-
pants were allowed to start shooting after a 3-second countdown
(illustrated in Figure 1c). The objective was to destroy all targets
in the least amount of time, while refraining from shooting un-
necessarily. These constraints help ensure that participants will
neither be shooting randomly and hastily to finish fast nor take
their time to shoot every target. Participants were made aware of
these constraints and that they would be measured on them before-
hand, and were taken through a tutorial session that is identical to
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the experimental task before their main sessions started to ensure
they were comfortable with the interface and mechanics.

Targets (illustrated in Figure 1a) were grouped into waves and
destroyed when hit once. Each session consisted of 3 waves of in-
creasing difficulty. There were 8 targets in each wave (24 targets
in total). The first wave had stationary targets. The second wave
had moving (some vertically and others horizontally) targets in
addition to distant stationary targets. The last wave had targets
that moved faster and in two different directions. When a wave
was cleared, the heads-up display (HUD) displayed a message in-
forming the participant that they have cleared a wave. Shortly after,
a new countdown started and the next wave was spawned when
the countdown reached 0. Two metrics were recorded for each
participant: (a) number of shots fired and (b) elapsed time.

Participants used a 3D reticle to aim at the targets, which was
not fixed to the center of the screen. In the case of the VIVE wand,
the reticle was moved around by waving and moving the wand in
the desired movement direction. Whereas in the Xbox controller
case, it was moved using the right joystick. Orientation and looking
around were achieved through the VIVE head mounted display in
both cases. Since aiming and orientation were carried out through
two different means, the reticle could go off screen. Finding the
reticle when it goes off screen is easy when using the VIVE wand
because the participant knows exactly where the wand is pointing
relative to where he or she is looking (i.e. the direction where their
hand is oriented toward). Unfortunately, for the Xbox controller it
is not as trivial. Players can easily lose track of where they moved
the reticle because the joystick physically re-centers itself after
each movement. This means that on the joypad, the joystick would
return to its original position but the reticle remains at the same
last coordinates in the virtual space, making it difficult to track
unless the participant can actually see it. To compensate for this,
we created a function that is exclusive to the Xbox controller version
of the game; whenever the reticle goes off screen, a yellow arrow
will appear on screen pointing towards the reticle position in the
virtual space making it easier to find (illustrated in Figure 1b).
As soon as the reticle is on screen again the arrow disappears.
We opted for this design in order to have the interface for both
input devices be as similar as possible without adjusting the Xbox
controller functionality. We wanted to make sure that when we are
comparing those two input devices, we are comparing them in the
way they are normally used.

3.3 Apparatus
The virtual environment (whose objects are illustrated in Figure 1)
used in this experimentwas developed usingUnity Engine 2017.2.0f3,
and ran on a PCwith the following specifications: 2.2GHz Intel Core
i7-8750H processor, 16GB RAM, and an Nvidia GTX 1060 graphics
card. The display device used was an HTC VIVE HMD that has an
OLED display with 2160 x 1200 resolution, 110° FOV, and 6-DOF
tracker. The two input devices (illustrated in Figure 2) used were:
(a) Xbox controller (wired and wireless), and (b) the VIVE wand.

Participants used the wand or the right joystick on the Xbox
controller to move the reticle in 3D space. The “A button” or the
“right bumper” on the Xbox controller, and the “trigger button”
on the VIVE wand functioned as buttons to shoot. Participants

(a) Configuration for the Xbox controller.

(b) Configuration for the VIVE wand.

Figure 2: Xbox (top) and VIVE (bottom) controllers: On the
Xbox controller, participants use either the “A button” or the
“right bumper” to shoot and the “right joystick” to aim. On
the VIVE controller, participants use the “trigger button” to
shoot and move the wand to aim.

listened to audio in all cases through Mpow Flame bluetooth noise-
cancelling headphones. The HUD displays and starts a countdown
timer at the start of each session and before every new wave. in the
event of reticle going off screen when using the Xbox controller, the
HUD also displays a yellow arrow that points towards the reticle.

3.4 Participants
We recruited 28 (23M, 5F) volunteers whose ages ranged from
20-35 (mean value= 25.1, standard deviation = 3.70 ). We asked
participants to rate their experience playing FPS video games on a
6-point nominal scale: (1) “I have never played computer or console
FPS games,” (2) “I only played a few times in my life,” (3) “I used to
play occasionally but no longer do,” (4) “I used to play a lot but no
longer do,” (5) “I play occasionally,” and (6) “I play a lot.” Answers
ranged from 1 to 6 (Mode = 5), with only one participant reporting
no prior FPS game experience. We also asked them if they had
used VR before (80% answered no), and if they did, to report their
frequency of use on a 4-point nominal scale: (1) “Less than a month,”
(2) “1 to 6 months,” (3) “6–12 months,” and (4) “more than a year.”

Similarly, answers ranged from 1 to 4 (Mode = 4). Participants
were recruited through personal contact, email, and posted flyers.
Participants received no compensation and completed 2 sessions
(after a training session), using a different input device for each. To
balance priming and ordering effects, we had half the participants
start with the Xbox controller, and the other half with the VIVE
wand. We had 7 of 12 experienced participants (ranked 5 and 6 in
the FPS experience question) start with the VIVE controller and 5
with the Xbox controller. 16 of the participants used a wired Xbox
controller and 12 used a wireless one. The demographic survey was
used to assess whether participants’ experience with FPS games
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and the amount of time they have been using VR had a significant
effect on our results.

3.5 Measures
To measure the effects of different types of interaction devices we
collected data for the following two broad categories of metrics.
Objective metrics describe assessments that are observable and
not prone to interpretation. We use elapsed time and number of
shots fired in this category to measure performance after each
session. Subjective metrics describe assessments that are not ob-
servable, but rather obtained from participants’ feedback. We asked
participants’ to self-report presence, engagement and accuracy.

Self-reported Presence – To evaluate participants’ sense of pres-
ence inside the game, We used the Igroup Presence Questionnaire
(IPQ) – a 14-item self-report scale [Schubert et al. 2001]. The ques-
tionnaire categorizes its items into 4 components: the sense of “be-
ing there,” experienced realism, involvement and spatial presence.
Participants rated their level of agreement with IPQ statements on
a 7-point Likert scale, ranging from 1 to 7.

Self-reported Engagement – In order to measure the level of en-
gagement participants experienced inside the virtual space, we used
the questionnaire administered by Buttussi and Chittaro [Buttussi
and Chittaro 2018]. The questionnaire is comprised of a 7-point
Likert scale that corresponds to the level of agreement with six
statements: (a) “It was boring,” (b) “It was engaging,” (c) “It aroused
emotions in me,” (d) “The depicted situation looked real,” (e) “I for-
got the passing of time,” and (f) “I felt immersed in the depicted
situation.” The first item in the scale was reversed to match the rest
of the questionnaire.

Self-reported Accuracy – To measure how accurate participants
felt the used input device was as well as how comfortable and nat-
ural its movement was, we administered a custom 5-point Likert
scale with 5 items (Not at all, slightly, moderately, very, extremely)
to self-report on. These items were: (a) “The input device move-
ments translated accurately inside the virtual environment,” (b)
“The input device movements were smooth,” (c) “The input device
felt comfortable in my hands,” (d) “Bullets landed where I expected
them to,” and (e) “Moving the input device felt like moving a real
weapon.”

3.6 Procedure
Participants were informed about the nature of the experience and
that they will play two sessions using two different input devices.
They were asked to sign an informed consent form to participate
and have their data be recorded. They were also told that they
have the right to opt out at any time and were explicitly asked to
do so if they felt dizzy or sick. Before the start of the experiment,
participants filled a demographic questionnaire. The questionnaire
included questions about age, gender, experience with FPS games
and experience with VR. Next, participants received their first input
device and were given instructions on how to use it. Once they
confirmed that they have understood the instructions, they were
assisted in putting on the VIVE headset.

After participants had everything equipped, they were informed
that they would be measured on speed and accuracy to guarantee

they would complete the session to the best of their ability. Par-
ticipants had a tutorial session before starting each of their real
sessions to ensure they understand the mechanics and interface of
the game. They were also given the choice of choosing to play with
inverted Y-axis when using the Xbox controller if they choose to.
After the tutorial, they completed two sessions counter-balanced for
ordering effects. Participants filled three surveys about engagement,
presence and accuracy after completing the first session. Next, they
switched input devices and proceeded to start their second session.
Similarly, they were given instructions on how to use the second
input device, went through a tutorial session and filled the same
three surveys afterwards. At the end of the experiment, participants
were asked to give their impression of the experience and the two
input devices, what they thought could have been better, and how
comfortable the experience was.

4 ANALYSIS AND RESULTS
All data was analyzed using standard thresholds for significance
(α = 0.95, β = 0.20). Corresponding power analyses were con-
ducted and are listed next to the tests in question. We discuss the
objective and subjective metrics below, in turn.

H1: Accuracy – For objective accuracy, we studied the number
of shots fired to complete the task. We performed a t-Test to test
if the input device had a significant effect, which corresponds to
our first hypothesis. Confirming our hypothesis, results showed
that participants who used the VIVE wand were significantly more
accurate than those who used the Xbox controller (paired-t(df =
27) = 4.2,p < 0.0003) with effect size d = 0.79. Participants shot
an average of 27.6 shots to complete the experimental task when
using the VIVE wand, and an average of 29.7 when using the Xbox
controller (Figure 4a).

H2: Elapsed Time – The same t-Test was performed to test our
second hypothesis: that the time needed to finish the experimental
task will be lower when using the VIVE wand. The test revealed
a significant difference (paired-t(df = 27) = 9.5,p < 0.0001) with
effect size d = 1.8 in favor of the VIVE wand. When participants
used the VIVE wand, it took them an average of 59.14 seconds to
finish the experimental task compared to an average of 103.6 when
using the Xbox controller (Figure 4b).

Considering that Cohen [Cohen 1992] suggests effect sizes d
of 0.2, 0.5 and 0,8 represent small, medium, and large effect sizes
respectively for t-Tests, our values2 of 0.79 and 1.8 for H1 and
H2 indicate that participants’ accuracy and timing benefit signifi-
cantly – statistically and practically – from using a higher fidelity
controller.

To determine if participants’ backgrounds had a significant effect
on any of the objective metrics, we computed Pearson’s correlation
coefficient between participants’ experience with both FPS games
and VR and each of the objective metrics. We found a negative sig-
nificant correlation between FPS expertise and accuracy using the
VIVE wand (ρ = −0.45,p < 0.02) and between FPS expertise and
the time it took to finish the experimental task using the Xbox Con-
troller (ρ = −0.65,p < 0.0002). We did not find any significant corre-
lation between VR experience and participants’ accuracy using any

2Computed using the effsize [Torchiano 2016] library in R.
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Figure 3: Diverging Stacked Bars showing Likert scale distributions for (a) Xbox Accuracy, (b) VIVE Accuracy (c) Xbox En-
gagement, and (d) VIVE Engagement. Wilcoxon Signed-Rank tests yielded statistically significant differences with medium to
large effect sizes, all in favor of the VIVE wand.

input device, nor between FPS expertise and the time it took to fin-
ish the experimental task using the VIVE wand. We also performed
another t-Test to see using a wired or wireless controller made a
difference. We took a random sample of 12 participants who used
the wired controller and another random sample of 12 who used the
wireless one and performed the test on their data. The results were
insignificant for both accuracy (paired t(df = 11) = 1.62,p > 0.05),
and elapsed time (paired t(df = 11) = 0.63,p > 0.05).

H3: Self-reported Presence, Engagement, and Accuracy –
In Figure 3, we illustrate the Likert scale data distribution of self-
reported presence, engagement and accuracy using a Diverging
Stacked Bar [Heiberger and Robbins 2014]. We performed the non-
parametric Wilcoxon Signed-Rank Test to compare difference in
survey scores. Effect sizes for these tests were obtained using Rosen-
thal’s [Rosenthal 1994] formula to calculate effect size for non-
parametric tests.

For engagement, our test indicated that participants’ engagement
ranks mean values when using the VIVE wand (M = 3.34) were
statistically significantly higher (Z-value= −3.11,p < 0.002) than
ranks mean values when using the Xbox controller (M = 2.90), with
effect size r = 0.42. We used a scale with an acceptable reliability
(Cronbach’s Alpha = 0.73) that was computed from averaging the
six engagement ratings.

For presence, our test revealed statistically significant differences
(Z-value = −3.35,p < 0.001) in presence ranks total score values in
favor of the VIVE wand, with effect size r = 0.44. The IPQ individ-
ual components ranks values were also analyzed using Wilcoxon
Signed-Rank Test to reveal the following statistically significant
differences between participants when using the VIVE wand and

the Xbox controller (all in favor of the VIVE wand); results for these
components are reported in Table 2.

For accuracy, we used a separate test for each individual item in
the scale since it was a custom one. Results (see Table 1) indicated
that for 5 out of 6 items, participants’ accuracy when they used the
VIVE wand (M = 4.04) was statistically significantly higher than
when they used the Xbox controller (M = 2.93).

Cohen [1988] suggests that r values of 0.1, 0.3, and 0.5 repre-
sent small, medium, and large effect sizes respectively. Our values
fall mostly between large and medium effect sizes, meaning that
our results are statistically and practically significant. Finally, we
performed additional tests and concluded that there was no signif-
icant effect when switching from wired to wireless on presence
(Z-value= −1.84,p > 0.05), engagement (Z-value= −0.13,p > 0.05)
or perceived accuracy (Z-value= −1.26,p > 0.05).

5 DISCUSSION
Summary of Findings. Our results confirmed all three of our hy-

potheses. There was a statistical and practical significant difference
in accuracy and elapsed time (real performance) when comparing
the outcome of the experimental task using the higher-fidelity VIVE
wand against the lower-fidelity Xbox controller. This indicates that
in VR experiences that have accuracy and time constraints, increasing
the level of interaction fidelity may result in better performance in ac-
curacy and elapsed time, as well as with greater (self-reported) senses
of presence, engagement, and accuracy. However, it is not necessarily
the case that every individual would prefer to use higher-fidelity
controllers even if they perform better with it.
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Table 1: Self-reported Accuracy Questionnaire items and their corresponding Wilcoxon Signed-Rank Test values. We found
statistically significant differences (p < 0.05) between controllers for 5 out of 6 items (marked with *).

Self-reported Accuracy Question Z-value p-value Effect size (r)

The input device movements translated accurately inside the virtual environment -3.24 0.001* 0.43
The input device movements were smooth -2.95 0.003* 0.39
The input device felt comfortable in my hands -1.90 0.057 0.25
Bullets landed where I expected them to -3.10 0.002* 0.41
Moving the input device felt like moving a real weapon -4.02 0.00001* 0.53

(a) Number of shots fired in the experimental task.

(b) Time (seconds) taken in the experimental task.

Figure 4: Boxplots of objective metrics recorded in the VIVE
wand and the Xbox controller experiment settings. t-Tests
for both number of shots fired and time taken in the experi-
mental task yielded statistically significant differences with
medium to large effect sizes, all in favor of the VIVE wand.
Notably, the difference in time taken was dramatic; Xbox
controller users took an average of 44.46 seconds more than
VIVE wand users to complete the experimental task.

We found negative correlations between FPS expertise and the
VIVE controller accuracy, aswell as Xbox controller timing. The first
correlation can possibly be explained by the fact that experienced
participants have expectations of prototypical FPS games [Adams

Figure 5: Means of self-reported engagement, accuracy, and
presence using Xbox controller v. VIVE wand.

Table 2: Igroup Presence Questionnaire sub-scale scores and
their correspondingWilcoxon Signed-Rank Test values. We
found statistically significant differences (p < 0.05) between
controllers for all sub-scales as well as for the overall ques-
tionnaire score (marked with *).

Igroup Presence Sub-scale Z-value p-value Effect size (r)

Sense of being there -2.66 <0.008* 0.36
Spatial presence -2.90 <0.004* 0.39
Involvement -3.28 <0.002* 0.44
Experienced realism -2.09 <0.04* 0.28

Total score -3.35 <0.001* 0.44

2014] and therefore may have attempted to map their prior knowl-
edge onto a new interaction device resulting in degraded (i.e. less
accurate) performance. However, for the controller case, experi-
enced participants are used to the interaction device, resulting in
a better (i.e. faster) performance. Further, during the experiment
debrief, three participants indicated that they in fact preferred the
Xbox controller over the VIVE wand because they have “shaky
hands,” and thus found it easier to aim using the Xbox controller’s
joystick. Five other participants stated that they prefer the Xbox
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controller overall because they are used to it. This extends prior
findings that have demonstrated that form factor of a controller in-
fluences a user’s acceptance of it [Hinckley et al. 1997]; beyond form
factor, we can say that in some cases, preference affects acceptance
as well.

In general, most participants offered negative feedback about
using the Xbox controller with a VR HMD. Four of these expressed
discomfort due to the weight of the controller. More than ten noted
– although they felt it did not affect them – that others who are not
used to playing with gamepads will find it difficult to figure out
the button positions. It is possible that discomfort due to having
to remember button positions may be mediated by the individual’s
prior experience in playing games, although this will need to be
verified in a subsequent study. Out of all participants, only one
elected to use an inverted y-axis during the gamepad condition. We
had only one participant who had no prior FPS game experience;
they explained how it was much easier for them to use the VIVE
wand because it “felt more natural to aim with.” This (once again)
suggests that the participant’s knowledge is a potential determinant
of their experience in VR.

Interaction fidelity played a role in self-reported presence, en-
gagement and perceived accuracy. Our results suggest that par-
ticipants had a higher feeling of engagement and presence when
they were using the VIVE wand. Participants’ feedback was also
consistent with this finding; the majority stated that they felt it
was more fun and natural to do the shooting task with the wand
because it closely resembles shooting targets in real life; i.e. it was
an NMC [McEwan et al. 2014; Skalski et al. 2011]. There was a
significant difference between the two controllers for all sub-scales
of presence (including the total score), with the highest difference
being in the “sense of being there.” This is consistent with prior
findings that body-centered interactions elicit the strongest feeling
of presence in the virtual world [Slater and Usoh 1994]. For self-
reported accuracy, we found a significant difference between the
VIVE wand and the Xbox controller in favor of the wand.

Theoretical Implications. These findings support the idea that
people, overall, prefer and perform better when engaging in time
and accuracy restricted activities in the virtual world using higher
interaction fidelity interfaces. We only used one display device
(the VIVE HMD), which is considered a high-fidelity display, for
the entirety of this experiment to control for the display fidelity
effect. Previous studies found that higher display fidelity leads to
stronger feeling of presence [Buttussi and Chittaro 2018; Kim et al.
2014; McMahan et al. 2012]. Results from a study by McMahan et al.
[2012] suggest that consistency between interaction and display
fidelity results in better performance: low-interaction, low-display
and high-interaction high-display settings can result in a better
performance than a combination of a high-display, low-interaction
or low-display, high-interaction settings. The authors attributed
this to familiarity: people are used to playing on different types of
consoles where low-display low-interaction settings are the default,
but they did not test this conjecture directly with an input device
typical of consoles (the joypad). In this work we have confirmed
their intuition.

In summary, we found that changing the type of interaction inter-
face had a significant impact on participants’ sense of presence and

engagement, as well as on their real and perceived performances.
For tasks that require accuracy and/or speed, providing users with
higher-fidelity equipment will result in better performance.

Limitations. For our study, we assessed participants’ experience
with VR and FPS games in general, and took that into account when
analyzing the results. We did not directly assess their experience
with the two input devices they used specifically, which might have
had an effect on the results. Additionally, randomizing the order
in which participants used input devices allowed us to balance
ordering effects. Lastly, our study considered an FPS task as its
experimental task to compare the effects of gamepads and NMCs
on VR experiences. Hence, our findings are specifically applicable
to this genre of virtual experiences.

Consistent with the findings in [Brown et al. 2010], nine par-
ticipants mentioned sensitivity as a problem, and discussed how
they felt that the Xbox controller’s joystick sensitivity negatively af-
fected their performance. These comments came from participants
who had experienced with FPS games. Our experiment design inten-
tionally controlled for interface consistency between the conditions,
and so we designed our experiment to not vary in terms of joy-
stick sensitivity. Future work may control for joystick sensitivity
by ensuring that every participant’s setting is within their com-
fort zone [Kölsch et al. 2003], but to our knowledge there exist
no methods for measuring comfort with joypads in a manner that
would afford controlling for this experimentally.

Future Work. Previous limitations point to avenues for future
work. A good first step would be to explore the effects of other
interfaces, in addition to the ones we used, on FPS and other virtual
environment genres. There is a variety of controllers that were not
addressed in our study and are used to play all kinds of genres,
including FPS games. Developing the right environment where
these controllers can be used and tested should provide a suitable
means to measure relevant metrics, and eventually, help improve
interface technology. Furthermore, a study similar to ours can be
conducted, with means to assess participants’ prior experience with
the provided controllers, to evaluate if participants expertise with
controllers had a significant effect on presence, engagement, or
performance.

6 CONCLUSION
In this paper, we studied the role of interaction fidelity in a VR
FPS virtual environment by contrasting the VR experience with the
Microsoft Xbox 360 controller against the HTC VIVE wand. Based
on the results of our work, both the type of interaction device used,
as well as users’ prior experience with FPS games had an effect on
their VR experience. Aspects affected include task performance,
presence, and engagement. Our results when manipulating interac-
tion fidelity are inconsistent with previous related (and different)
literature [Farmani and Teather 2017] in terms of real/perceived
performance, but we remain consistent with respect to presence
and engagement [Cummings and Bailenson 2016; McMahan et al.
2012]. The comparison we made is crucial to further our under-
standing of design and interaction interfaces in VR: while the VIVE
wand seems to be preferred in terms of experience, the Xbox con-
troller seems to be preferred in terms of familiarity. Designers of
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interaction devices for VR experiences would do well to reconcile
these opposing forces: how might we retain the experience of one
while remaining familiar to our expectations of the other?

The point of familiarity is related to the broader role that we feel
expectations play in our experience of VR. We conjecture that we
cannot cleanly separate interaction fidelity from scenario fidelity. In
our case, we do not necessarily mean that our interaction conforms
to expectations of how our non-virtual reality is (the original sense
of scenario fidelity), but that our interaction conforms to expecta-
tions of how other VR experiences – in our case FPS experiences
– are; perhaps better termed genre fidelity. This is supported by
prior work that has looked at interaction fidelity outside of VR,
which found that an interface’s functionality evaluation depends
on the virtual environment’s portrayed setting [Brown et al. 2010].

Further, the VIVEwandmakes sense in the context of our FPS vir-
tual environment: it represents a naturally-mapped interface [McE-
wan et al. 2014]. However, in the case of other genres, this might
not hold true; other genres should be investigated and our results
should be interpreted with this in mind. The fact that the VIVE is
naturally mapped onto VR experiences of a certain type (e.g. FPS
games) begs the question as to whether the VIVE controllers are
implicitly constraining the space of potential designs in virtual
worlds that make sense in that platform. In other words, interaction
fidelity might only be assessable if scenario and/or genre fidelity
exceeds a certain threshold. It is vital to understand how much
we can evaluate interaction fidelity independent from scenario fi-
delity in order to be able to address and design for individual genres
effectively.
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